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We present a brief account of several recent ab initio nonperturbative studies of very-high-order nonlinear optical processes of diatomic molecular systems in intense ultrashort laser fields with arbitrary molecular orientation. We discuss some recent development of the self-interaction-free time-dependent density functional theoretical (TDDFT) methods with correct long-range asymptotic behavior. The time-dependent Kohn-Sham equations are accurately and efficiently treated by means of the time-dependent generalized pseudospectral (TDGPS) methods in space and time. The procedures are applied to the comprehensive investigation of the multiphoton ionization (MPI) and high-order harmonic generation (HHG) processes of homonuclear (H2, N2, and F2) and heteronuclear (CO, BF, and HF) diatomic molecules in the presence of intense ultrashort laser pulses. Novel high-order nonlinear optical behavior including the electron correlation, multi-orbital effects, orientation-dependence, wavelet time-frequency spectra, and the interfacing of electronic structure with multiphoton dynamics, etc., are presented and discussed in details.
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I. INTRODUCTION

The study of attosecond physics in intense ultrashort laser fields is a forefront subject of much current significance in ultrafast science and technology. Attosecond pulses can be produced by means of high harmonic generation (HHG) of atoms in intense laser fields [1–7] and the time profile of the attosecond pulses can be controlled by tuning the carrier envelope phase [8]. Recent progress of attosecond physics includes control of electron wave packets [9], probing of nuclear dynamics [10] and electronic dynamics [11], attosecond time-resolved spectroscopy [12], tomographic imaging of molecular orbitals [13], etc. One of the most novel features in an attosecond time scale is the real time observation of the motion of electrons in atoms and molecules [14]. The generation of ever shorter attosecond pulses has
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continued to attract much interest and has become one of the most active research directions in attosecond metrology today. In this connection, we note that ultrahigh harmonics, up to orders greater than 5,000, have been recently realized experimentally [15].

A major role for theory in attosecond ultrafast science is to elucidate novel ways to investigate and to control electronic and other processes in matter on attosecond time scales. Strong-field multiphoton dynamics is central to many extreme nonlinear optical processes such as high-order harmonic generation (HHG), multiphoton ionization (MPI), above-threshold ionization (ATI), and attosecond pulse generation, etc. Fully \textit{ab initio} non-perturbative treatment of many-electron quantum systems in strong fields in full dimensionality is a formidable task beyond the capability of current computational technology for the number of electrons \(N > 2\). Even for the two-electron systems \((N = 2)\) with 6 spatial dimensions, accurate solution of the time-dependent Schrödinger equation (TDSE) is still a challenging and hot topic in atomic, molecular, and optical (AMO) physics today.

Due to the complexity of the time-dependent dynamics of \textit{many-electron} quantum systems in intense laser pulses, most of our understanding of the strong-field multiphoton dynamics is based on approximate models, such as Keldysh-Faisal-Reiss (KFR) model [16–18], Ammosov-Delone-Krainov (ADK) model [19, 20]), strong-field approximation (SFA), and single-active-electron (SAE) model [21], etc. The SAE method has been successfully used for explaining several important aspects of HHG and ATI phenomena of rare gas atoms in linearly polarized laser fields in weak to medium-strong laser fields [21, 22]. However, the SAE and other approximate models can fail completely to explain experimental observations in strong fields.

There is currently a great demand and grand challenge to develop accurate theoretical formulations and precision computational methods for reliable nonperturbative treatment of ultrafast strong-field AMO physics, taking into account the electron structure and electron correlations. In this article, we focus on some of the recent developments and applications of the \textit{self-interaction-free} time-dependent density functional theory (TDDFT) for the \textit{ab initio} nonperturbative treatment of MPI and HHG processes in intense ultrashort laser fields.

The density functional theory (DFT), based on the fundamental work of Hohenberg and Kohn [23] and Kohn and Sham [24], has been widely used for the calculation of ground-state electronic structure of many-electron atoms, molecules, and solids in recent decades. DFT is a many-body theory in terms of the electron density \(\rho(r)\). It provides a powerful alternative to \textit{ab initio} wave function approach since the electron density \(\rho(r)\) possesses only three spatial dimensions no matter how large the system is. DFT proves accurate and computationally much less expensive than usual \textit{ab initio} wave function methods and this accounts for its great success. However, the universal exchange-correlation (xc) energy functional form, which is a functional of the total electron density and the central ingredient of DFT, is not known exactly, and thus approximate xc energy functionals must be used. Due to the existence of the spurious \textit{self-interaction energy} in the commonly used local spin density approximation (LSDA) [25] or the more refined generalized gradient approximation (GGA) [25–29] the corresponding xc potentials either decay exponentially and/or do not have the correct long-range Coulombic \((-1/r)\) behavior. As such, the excited-state and
ionization potential properties of conventional DFT calculations are not as reliable as those of the ground state. For example, the ionization potentials calculated by the LSDA or GGA energy functionals are typically 30 to 50% too low. It is clear that for proper TDDFT description of atomic and molecular dynamics, including multiphoton excitation, ionization, dissociation, and HHG processes, etc., the deficiency of self-interaction energy and long-range potential in the conventional steady-state DFT must be addressed first.

To advance the field in this direction, we have previously presented a self-interaction-free DFT for accurate treatment of excited states, autoionizing resonances, and ionization potentials of atoms [30, 31]. The method is based on the extension of the optimized effective potential (OEP) formalism [32, 33], the Krieger-Li-Iafrate (KLI) semi-analytical solution [34, 35] of the OEP, and the implementation of an explicit self-interaction-correction (SIC) term [31]. The OEP formalism is a rigorous many-body theory which takes as a starting point a given expression for the total energy $E[\Psi_1\Psi_2\Psi_3...\Psi_N]$ for an N-electron system as a functional of a set of single-particle orbitals. Then the variationally best local effective potential is determined in such a way that when it is inserted in a stationary single-particle Schrödinger equation, it yields a set of N-eigenfunctions (corresponding to the N lowest energies) that minimize $E[\Psi_1\Psi_2\Psi_3...\Psi_N]$. In practice, the full OEP scheme is computationally rather formidable but the KLI semianalytical approach [34, 35] to the solution of OEP makes the computational scheme feasible. However, the KLI method [34–36] still requires the use of the nonlocal Hartree-Fock (HF) energy functionals in the construction of OEP. As shown in our previous work [31], the proposed OEP/KLI-SIC procedure uses only orbital-independent single-particle local potentials and is thus computationally more efficient than the KLI method [34, 35] but maintains similar accuracy. Further, the OEP so constructed is self-interaction-free and has the correct long-range ($-1/r$) potential [31]. The binding energies of the highest occupied spin-orbitals also provide an excellent approximation to the ionization potentials of atoms (to within 1-5% of the experimental values) [37]. Furthermore, the OEP/KLI-SIC procedure also allows accurate description of the photoabsorption of autoionizing resonances within DFT for the first time [31] in good agreement with experimental data [38, 39]. Then the OEP/KLI-SIC procedure is further extended to the relativistic domain [40]. The theory is applied to the calculation of ground-state properties of atoms with $Z = 2$ to 106 [40]. It is found that the ionization potentials (obtained from the highest occupied orbital energies) determined by the present relativistic OEP/KLI-SIC method [40] agree well with the experimental data [41] to within a few percent across the periodic table. To our knowledge this is the first DFT atomic-structure calculation that has achieved such a quantitative accuracy. These initial studies indicate that DFT with OEP/SIC can now be refined to the level that is capable of providing quantitative prediction of both static and dynamical properties of many-electron atomic systems.

To study the multiphoton processes of atomic systems in strong fields, we have developed a self-interaction-free time-dependent density functional theory (TDDFT) by extending the static OEP/KLI-SIC approach to the time domain [42], taking into account the proper long-range potential behavior. Similar to the static case [31], our TD-OEP/KLI-SIC method [42] uses only local potential in the construction of (orbital-independent) OEP
and is thus computationally more efficient. To solve the TD-OEP/KLI-SIC equations, we extend the time-dependent generalized pseudospectral (TDGPS) method [43] for nonuniform and optimal spatial grid discretization, allowing accurate and efficient solution of the time-dependent wave functions of many-electron atomic systems. The TD-OEP/KLI-SIC method has been applied successfully to the study of MPI/HHG processes of He [42] and heavier rare gas atoms [44] in intense laser pulses, as well as for the recent exploration of the frequency comb structure and coherence of rare gas atoms in the vuv-xuv regimes via HHG [45].

More recently, we have extended the self-interaction-free TDDFT to the diatomic molecular systems systems [30, 46, 47]. For the diatomic molecular systems, we used the prolate spheroidal coordinates, and a generalized pseudospectral (GPS) procedure is developed for nonuniform and optimal spatial discretization of the two-center Hamiltonian systems. High-precision molecular electronic structure information can be obtained by the use of only a modest number of grid points. Further extension of the TDDFT approach to the accurate study of MPI processes of triatomic molecular systems (CO$_2$ and H$_2$O) have been recently carried out by means of the time-dependent Voronoi-cell finite difference (VFD) method [48, 49].

This paper is organized as follows. In Sec. II, we describe the TDDFT approaches for the treatment of multiphoton processes in diatomic molecules. In Sec. III, we present the results for MPI and HHG studies of oriented H$_2$ molecules. In Sec. IV, we analyze multiple orbital contributions to the MPI and HHG processes of homonuclear and heteronuclear diatomic molecules in intense ultrashort laser fields. We identify the patterns of constructive and destructive interference in the high-order harmonics for F$_2$, N$_2$, CO, BF, and HF diatomic molecules. In Sec. V, we study orientation-dependent MPI and HHG of N$_2$ and F$_2$ molecules. We also investigate the high-order harmonic generation of aligned CO molecules. Section VI contains concluding remarks. Atomic units are used throughout the paper unless specified explicitly.

II. TDDFT APPROACH WITH PROPER LONG-RANGE POTENTIAL FOR THE TREATMENT OF MULTIPHOTON PROCESSES OF DIATOMIC MOLECULES

In this section, we extend the time-dependent density functional theory (TDDFT) for the nonperturbative treatment of multiphoton processes of diatomic molecular systems in the presence of intense ultrashort laser pulses. Consider the solution of the time-dependent Kohn-Sham (TDKS) equations. In the spin-polarized theory, the spin-orbitals $\psi_{n\sigma}(r,t)$ corresponding to different spin projections $\sigma$ satisfy the equations with different effective potentials $v_{\text{eff},\sigma}(r,t)$:

$$i \frac{\partial}{\partial t} \psi_{n\sigma}(r,t) = \left[ -\frac{1}{2} \nabla^2 + v_{\text{eff},\sigma}(r,t) \right] \psi_{n\sigma}(r,t), \quad n = 1, 2, ..., N_\sigma,$$

where $N_\sigma (= N_\uparrow$ or $N_\downarrow$) is the total number of electrons for a given spin $\sigma$. The total number of electrons in the system is $N = \sum_\sigma N_\sigma$. Within the single determinant approximation, the
The total $N$-electron wave function of the Kohn-Sham non-interacting system can be expressed as follows:

$$\Psi(t) = \frac{1}{\sqrt{N!}} \det [\psi_1 \cdot \psi_2 \cdots \psi_N].$$

(2)

The electron spin-orbital densities $\rho_{i\sigma}(\mathbf{r}, t)$ are determined by the occupied single-electron Kohn-Sham spin orbitals:

$$\rho_{i\sigma}(\mathbf{r}, t) = |\psi_{i\sigma}(\mathbf{r}, t)|^2.$$

(3)

Then the spin densities $\rho_{\sigma}(\mathbf{r}, t)$ [= $\rho_\uparrow(\mathbf{r}, t)$ or $\rho_\downarrow(\mathbf{r}, t)$] are calculated as

$$\rho_{\sigma}(\mathbf{r}, t) = \sum_{i=1}^{N_\sigma} \rho_{i\sigma}(\mathbf{r}, t),$$

(4)

and the total electron density is a sum of the spin densities:

$$\rho(\mathbf{r}, t) = \sum_{\sigma} \rho_{\sigma}(\mathbf{r}, t).$$

(5)

The time-dependent effective potential $v_{\text{eff},\sigma}(\mathbf{r}, t)$ is a functional of both electron spin densities $\rho_\uparrow(\mathbf{r}, t)$ and $\rho_\downarrow(\mathbf{r}, t)$. The potential $v_{\text{eff},\sigma}(\mathbf{r}, t)$ can be written in the general form

$$v_{\text{eff},\sigma}(\mathbf{r}, t) = v_n(\mathbf{r}) + v_{\text{H}}(\mathbf{r}, t) + v_{xc,\sigma}(\mathbf{r}, t) + v_{\text{ext}}(\mathbf{r}, t)$$

(6)

where $v_n(\mathbf{r})$ is the electron interaction with the nuclei,

$$v_n(\mathbf{r}) = -\frac{Z_1}{|\mathbf{R}_1 - \mathbf{r}|} - \frac{Z_2}{|\mathbf{R}_2 - \mathbf{r}|}$$

(7)

with $Z_1$ and $Z_2$ being the charges of the nuclei, and $\mathbf{R}_1$ and $\mathbf{R}_2$ being the positions of the nuclei (which are assumed to be fixed at their equilibrium positions); $v_{\text{H}}(\mathbf{r}, t)$ is the Hartree potential due to electron-electron Coulomb interaction,

$$v_{\text{H}}(\mathbf{r}, t) = \int d^3r' \frac{\rho'(\mathbf{r}', t)}{|\mathbf{r} - \mathbf{r}'|}.$$  

(8)

The potential $v_{\text{ext}}(\mathbf{r}, t)$ in Eq. (6) describes the interaction with the laser field. Using the dipole approximation and the length gauge, it can be expressed as follows:

$$v_{\text{ext}}(\mathbf{r}, t) = (\mathbf{F}(t) \cdot \mathbf{r}).$$

(9)

Here $\mathbf{F}(t)$ is the electric field strength of the laser field, and the linear polarization is assumed. For the laser pulses with the sine-squared envelope, one has:

$$\mathbf{F}(t) = F_0 \sin^2 \frac{\pi t}{T} \sin \omega_0 t$$

(10)
where $T$ and $\omega_0$ denote the pulse duration and the carrier frequency, respectively; $F_0$ is the peak field strength.

The wave functions and operators are discretized with the help of the generalized pseudospectral (GPS) method in prolate spheroidal coordinates [46, 50–52]. The prolate spheroidal coordinates $\xi$, $\eta$, and $\varphi$ are related to the Cartesian coordinates $x$, $y$, and $z$ as follows [53]:

$$
\begin{align}
  x &= a \sqrt{(\xi^2 - 1)(1 - \eta^2)} \cos \varphi, \\
  y &= a \sqrt{(\xi^2 - 1)(1 - \eta^2)} \sin \varphi, \\
  z &= a \xi \eta \quad (1 \leq \xi < \infty, -1 \leq \eta \leq 1).
\end{align}
$$

In Eq. (11), we assume that the molecular axis is directed along the $z$ axis, and the nuclei are located on this axis at the positions $-a$ and $a$, so the internuclear separation $R = 2a$. For the unperturbed molecule, the projection $m$ of the angular momentum onto the molecular axis is conserved, and the exact spin orbitals have factors $(\xi^2 - 1)^{|m|/2}(1 - \eta^2)^{|m|/2}$ which are non-analytical at nuclei for odd $|m|$. Straightforward numerical differentiation of such functions could result in significant loss of accuracy. Therefore different forms of the kinetic energy operators have been suggested for even and odd $m$ [50, 54]. However, for the molecules in the linearly polarized laser field with arbitrary orientations of the molecular axis, the projection of the electron angular momentum onto the molecular axis is not conserved any longer. In this case, we apply a full 3D discretization with respect to the coordinates $\xi$, $\eta$, and $\varphi$. For $\xi$ and $\eta$, we use the GPS discretization with non-uniform distribution of the grid points; for $\varphi$, the Fourier grid (FG) method [55] with uniform spacing of the grid points is more appropriate. To take care of the possible singularities at the nuclei, we use special mapping transformations of the coordinates $\xi$ and $\eta$ [56] which make the wave functions analytic at the nuclei for both even and odd projections of the angular momentum. The discretized kinetic energy operator takes the form of the matrix $T_{ijk;i'j'k'}$:

$$
T_{ijk;i'j'k'} = \frac{1}{2a^2} \left[ \frac{T_{\xi}^{(\xi)} \delta_{ij'}}{((\xi_i^2 - \eta_j)^2((\xi_i^2 - \eta_j^2)^2)} \delta_{kk'} + \frac{T_{\eta}^{(\eta)} \delta_{ii'}}{(\xi_i^2 - 1)(1 - \eta_j^2)} \right] \quad (12)
$$

where the partial matrices $T_{\xi}^{(\xi)}$, $T_{\eta}^{(\eta)}$, and $T_{\varphi}^{(\varphi)}$ related to the coordinates $\xi$, $\eta$, and $\varphi$, respectively, have quite simple expressions [56]. The GPS method allows to achieve a high precision when using only a moderate number of grid points. For example, in the calculations of the unperturbed bound state energies of the hydrogen molecular ion, we used the kinetic energy matrices with only 72 grid points for $\xi$ and 24 grid points for $\eta$ (the $\varphi$ angle is irrelevant in this case) and obtained the energies of the first several bound states very high accuracy; the computation time did not exceed a few minutes [57]. Table I shows the first 12 fully converged eigen-energies with 28 accurate digits.

The time-dependent Kohn-Sham equations (1) for two-center diatomic molecular systems are expressed in terms of prolate spheroidal coordinates and solved accurately and efficiently by means of the time-dependent generalized pseudospectral (TDGPS) method.
TABLE I: High-precision bound state energies of $H_2^+$ at internuclear separation 2 a.u.

<table>
<thead>
<tr>
<th>State</th>
<th>Energy (a. u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1\sigma_g$</td>
<td>-1.102634214494946461508968945</td>
</tr>
<tr>
<td>$1\sigma_u$</td>
<td>-0.6675343922023829303619702115</td>
</tr>
<tr>
<td>$1\pi_u$</td>
<td>-0.4287718198958564363139600911</td>
</tr>
<tr>
<td>$2\sigma_g$</td>
<td>-0.360864875395038450386997512</td>
</tr>
<tr>
<td>$2\sigma_u$</td>
<td>-0.2554131650864845614172502361</td>
</tr>
<tr>
<td>$3\sigma_g$</td>
<td>-0.2357776288255547907092435479</td>
</tr>
<tr>
<td>$1\pi_g$</td>
<td>-0.2266996266436576389675221554</td>
</tr>
<tr>
<td>$1\delta_g$</td>
<td>-0.2127326818107631498576063244</td>
</tr>
<tr>
<td>$2\pi_u$</td>
<td>-0.2008648299115413183937711539</td>
</tr>
<tr>
<td>$4\sigma_g$</td>
<td>-0.1776810451262412913662883797</td>
</tr>
<tr>
<td>$3\sigma_u$</td>
<td>-0.1373129242771578364852227973</td>
</tr>
<tr>
<td>$5\sigma_g$</td>
<td>-0.1307918776321809748361441234</td>
</tr>
</tbody>
</table>

[46, 50, 51, 58]. The procedure consists of the following two steps: First a generalized pseudospectral (GPS) method is developed for nonuniform and optimal spatial discretization of the two-center Hamiltonian systems. Second, the TDKS equations are propagated in space and time by means of the split-operator method in the energy representation with spectral expansion of the propagator matrices. We employ the following split-operator, second-order short-time propagation formula:

$$
\psi_{n\sigma}(r, t + \Delta t) = \exp \left( -\frac{i}{2} \Delta t \hat{H}_0 \right) \exp \left( -i \Delta t V(r, t + \frac{1}{2} \Delta t) \right) \times \exp \left( -\frac{i}{2} \Delta t \hat{H}_0 \right) \psi_{n\sigma}(r, t) + O((\Delta t)^3). \tag{13}
$$

Here $\Delta t$ is the time propagation step, $\hat{H}_0$ is the unperturbed electronic Hamiltonian which includes the kinetic energy and the time effective potential before the laser field switched on,

$$
\hat{H}_0 = -\frac{1}{2} \nabla^2 + v_{\text{eff},\sigma}(r, 0). \tag{14}
$$

The potential $V(r, t)$ describes the interaction with the laser field and can be expressed as follows:

$$
V(r, t) = v_{\text{eff},\sigma}(r, t) - v_{\text{eff},\sigma}(r, 0). \tag{15}
$$
It contains the direct interaction with the field \( v_{\text{ext}}(r, t) \) (9) as well as terms due to the variation of the density. For the field polarized under the angle \( \gamma \) with respect to the molecular axis, the direct interaction can be expressed as follows, using the prolate spheroidal coordinates:

\[
v_{\text{ext}}(\xi, \eta, \phi, t) = aF(t) \left( \xi \eta \cos \gamma + \sqrt{(\xi^2 - 1)(1 - \eta^2)} \cos \phi \sin \gamma \right).
\] (16)

Note that Eq. (13) is different from the conventional split-operator techniques [59, 60], where \( \hat{H}_0 \) is usually chosen to be the kinetic energy operator and \( \hat{V} \) the remaining Hamiltonian depending on the spatial coordinates only. The use of the energy-representation in Eq. (13) allows the explicit elimination of the undesirable fast-oscillating high-energy components and speeds up considerably the time propagation [43, 46, 58]. For the given \( \Delta t \), the propagator matrix \( \exp(-i \Delta t \hat{H}_0) \) is time-independent and constructed only once from the spectral expansion of the unperturbed Hamiltonian \( \hat{H}_0 \) before the propagation process starts. The matrix \( \exp(-i \Delta t \hat{V}(r, t + \frac{1}{2} \Delta t)) \) is time-dependent and must be calculated at each time step. However, for interaction with the laser field in the length gauge, this matrix is diagonal (as any multiplication by the function of the coordinates in the GPS and FG methods), and its calculation is not time-consuming.

III. MULTIPHOTON IONIZATION AND HIGH-ORDER HARMONIC GENERATION OF ORIENTED \( \text{H}_2 \) MOLECULES

The exact form of the exchange-correlation (xc) potential \( v_{\text{xc}, \sigma}(r, t) \) is unknown. However, high-quality approximations to the xc potential are becoming available. When these potentials, determined by time-independent ground-state DFT, are used along with TDDFT in the electronic structure calculations, both inner shell and excited states can be calculated rather accurately [61]. In the time-dependent calculations, we adopt the commonly used adiabatic approximation, where the xc potential is calculated with the time-dependent density. The adiabatic approximation had recently many successful applications to atomic and molecular processes in intense external fields [30, 61]. Previously we have developed a self-interaction-free TDDFT approach for the treatment of MPI and HHG of \( \text{H}_2 \) diatomic molecules [46] by means of the TD-OEP/KLI-SIC formalism. The resulting equations are structurally similar to the time-dependent Hartree-Fock equations, but include the many-body effects through an orbital independent single-particle local time-dependent xc potential. A numerical time-propagation technique is introduced for accurate and efficient solution of the TDDFT/OEP-SIC equations for two-center diatomic molecular systems. This procedure involves the use of a generalized pseudospectral method for nonuniform optimal grid discretization of the Hamiltonian in prolate spheroidal coordinates and a split-operator scheme in the energy representation for the time development of the electron orbital wave functions. High-precision time-dependent wave functions can be obtained by this procedure with the use of only a modest number of spatial grid points. Particular attention is paid to the exploration of the spectral and temporal structures of HHG by means of the wavelet
time-frequency analysis. The results reveal striking details of the spectral and temporal fine structures of HHG, providing new insights regarding the detailed HHG mechanisms in different energy regimes.

For our more recent study of the MPI and HHG processes of H$_2$ molecules, we use the LB94 (van Leeuwen – Baerends) xc potential [62]:

\[
v_{xc,\sigma}(r, t) = v_{LSDA}^{xc,\sigma}(r, t) + v_{LSDA}^{c,\sigma}(r, t) - \beta x_\sigma^2(r, t)\rho_\sigma^{1/3}(r, t) + 1 + 3\beta x_\sigma(r, t) \ln \left\{ x_\sigma(r, t) + [x_\sigma^2(r, t) + 1]^{1/2} \right\}. \tag{17}
\]

The LB94 potential contains a parameter $\beta$, which has been adjusted in time-independent DFT calculations of atomic and molecular systems and has the value $\beta = 0.05$ [62]. The first two terms in Eq. (17), $v_{LSDA}^{xc,\sigma}$ and $v_{LSDA}^{c,\sigma}$ are the exchange and correlation potentials within the local spin density approximation (LSDA). The last term in Eq. (17) is the gradient correction with $x_\sigma(r) = \left| \nabla \rho_\sigma(r) \right| / \rho_\sigma^{4/3}(r)$, which ensures the proper long-range asymptotic behavior $v_{LSDA}^{xc,\sigma} \rightarrow -1/r$ as $r \rightarrow \infty$. The correct long-range asymptotic behavior of the LB94 potential allows to reproduce the orbital energy of H$_2$ with high accuracy (15.3 eV, that is within 1% of the exact ionization energy of 15.426 eV [63]; the internuclear separation is set to the experimental value of 1.4 a. u. [63].)

We have performed calculations of MPI probabilities and HHG spectra of H$_2$ molecules for the parallel and perpendicular orientations with respect to the polarization of
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FIG. 2: HHG spectra of $\text{H}_2$ molecule for the parallel and perpendicular orientation at the peak intensity of the laser field $2 \times 10^{14}$ W/cm$^2$.

the laser field. The carrier wavelength is 780 nm, the laser pulse has a sine-squared envelope with 24 optical cycles (full width at half maximum is 31 fs). The intensity-dependent MPI probabilities are shown in Fig. 1. As one can see, the results for the parallel and perpendicular orientations do not differ much and become closer as the peak intensity of the laser field increases. A weak orientation dependence of the MPI probability can be explained by the properties of the electron density distribution in the unperturbed $\text{H}_2$ molecule which possesses only a weak anisotropy. The latter is due to the short internuclear distance, $\sigma_g$ symmetry of the electronic orbital, and moderate ionization potential which makes the density distribution spread over larger space domain.

In Figs. 2 and 3, we show the spectral density of the harmonic radiation energy at the peak intensities of the laser field $2 \times 10^{14}$ W/cm$^2$ and $3 \times 10^{14}$ W/cm$^2$. Again, the HHG spectra corresponding to the parallel and perpendicular orientation look similar. One can notice, however, a minimum in the vicinity of the 35th harmonic which is present for the parallel orientation only. The existence of this minimum can be attributed to destructive two-center interference [64] during the recombination stage of the HHG process [65]. Destructive interference is possible at the parallel orientation for some kinetic energy of the recombining electron, depending on the internuclear separation [64], while at the perpendicular orientation the contributions from the two centers in $\text{H}_2$ to the harmonic signal always interfere constructively.
FIG. 3: HHG spectra of H₂ molecule for the parallel and perpendicular orientation at the peak intensity of the laser field $3 \times 10^{14} \text{ W/cm}^2$.

IV. MULTIPHOTON IONIZATION AND HIGH-ORDER HARMONIC GENERATION OF HETERONUCLEAR AND HOMONUCLEAR DIATOMIC MOLECULES IN INTENSE ULTRASHORT LASER FIELDS: AN ALL-ELECTRON TDDFT STUDY

IV-1. Multiphoton Ionization of Heteronuclear and Homonuclear Diatomic Molecular Systems

In this section, we present all-electron TDDFT calculations of the MPI of N₂ and CO diatomic molecules [47]. The ground-state electronic configurations is $1\sigma^2 1\sigma_u^2 2\sigma^2 2\sigma_u^2 1\pi_u^4 3\sigma_g^2$ for N₂ and $1\sigma^2 2\sigma^2 3\sigma^2 4\sigma^2 1\pi^4 5\sigma^2$ for CO, respectively. N₂ and CO are isoelectronic molecules, both having 14 electrons and triple bonds. Since the CO molecule has unequal nuclear charges, its ground electronic state possesses a permanent dipole moment, calculated here to be 0.149 Debye. The corresponding experimental value is 0.112 Debye [66]. Furthermore, there is no concept of gerade and ungerade orbitals for CO (or any other heteronuclear diatomic molecule) since the inversion symmetry of the potential is broken. For the studies of the diatomic molecules, we utilize the modified van Leeuwen – Baerends
TABLE II: Comparison of the field-free molecular orbital energy levels of CO and N\textsubscript{2}, calculated with the LBo\textalpha potential, and the experimental ionization potentials (in a.u.).

<table>
<thead>
<tr>
<th>Orbitals</th>
<th>CO</th>
<th>N\textsubscript{2}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orbital</td>
<td>1\sigma</td>
<td>2\sigma</td>
</tr>
<tr>
<td>Expt. [69]</td>
<td>19.9367</td>
<td>10.8742</td>
</tr>
<tr>
<td>LBo\textalpha</td>
<td>19.6142</td>
<td>10.6556</td>
</tr>
</tbody>
</table>

The LBo\textalpha potential contains two parameters, \( \alpha \) and \( \beta \), which have been adjusted in time-independent DFT calculations of several molecular systems and have the values \( \alpha = 1.19 \) and \( \beta = 0.01 \) [67]. The first two terms in Eq. (18), \( v_{x,\sigma}^{\text{LSDA}}(r, t) \) and \( v_{c,\sigma}^{\text{LSDA}}(r, t) \), are the exchange and correlation potentials within the local spin density approximation (LSDA). The last term in Eq. (18) is the gradient correction with \( x_\sigma(r) = |\nabla \rho_\sigma(r)|/\rho_\sigma^{4/3}(r) \), which ensures the proper long-range asymptotic behavior \( v_{x,\sigma}^{\text{LBo}} \rightarrow -1/r \) as \( r \rightarrow \infty \). The potential (18) has proved to be reliable in molecular TDDFT studies [47, 68]. The correct long-range asymptotic behavior of the LBo potential is crucial in photoionization problems since it allows to reproduce accurate MO energies, and the proper treatment of the molecular continuum.

Table II lists the MO energies calculated with the LBo potential, using 50 grid points in \( \xi \) and 30 grid points in \( \eta \). The agreement of the calculated valence MO energies with the experimental data is well within 0.01 a.u.

Once the time-dependent wave functions and the time-dependent electron densities are obtained, we can calculate the time-dependent (multiphoton) ionization probability of an individual spin-orbital according to

\[
P_{i,\sigma} = 1 - \langle \psi_{i,\sigma}(t) | \psi_{i,\sigma}(t) \rangle
\]

where

\[
\langle \psi_{i,\sigma}(t) | \psi_{i,\sigma}(t) \rangle
\]
FIG. 4: The time-dependent population of electrons in different spin orbitals of CO and N\(_2\) in 800 nm, sin\(^2\) pulse laser field, with 20 optical cycles in pulse duration. N\(_2\) molecule (a) 5 \(\times\) 10\(^{13}\) W/cm\(^2\), (b) 1 \(\times\) 10\(^{14}\) W/cm\(^2\), CO molecule (c) 5 \(\times\) 10\(^{13}\) W/cm\(^2\), (d) 1 \(\times\) 10\(^{14}\) W/cm\(^2\).

is the time-dependent population (survival probability) of the \(i\sigma\)-th spin-orbital.

Figure 4 presents the time-dependent (multiphoton) ionization probability of individual spin orbital, as defined in Eq. (19). The slope of the decay of the electron population in time determines the ionization rate. The laser (electric) field is assumed to be parallel to the internuclear axis, and the internuclear distance for the CO (\(R_e = 2.132\ a_0\)) and N\(_2\) (\(R_e = 2.072\ a_0\)) molecules is fixed at its equilibrium distance \(R_e\). Results for two laser intensities (5 \(\times\) 10\(^{13}\) W/cm\(^2\) and 1 \(\times\) 10\(^{14}\) W/cm\(^2\)) and a wavelength of 800 nm, 20-optical-cycle laser pulse are shown for CO and N\(_2\). The orbital structure and ionization potentials of the two molecules under consideration are close to each other. That is why one can expect similar behavior in the laser field with the same wavelength and intensity. The multiphoton ionization in the laser field is dominated by HOMO, that is 3\(\sigma_g\) in N\(_2\) and 5\(\sigma\) in CO. As one can see from Figs. 4(a) and 4(c), at lower intensity 5 \(\times\) 10\(^{13}\) W/cm\(^2\), the HOMO survival probabilities of N\(_2\) and CO are close to each other. However, at higher intensities, the difference becomes more pronounced, at the intensity 1 \(\times\) 10\(^{14}\) W/cm\(^2\), the ionization probability of CO is much larger than that of N\(_2\) (Figs. 4(b) and 4(d)). The explanation of the phenomenon can be as follows. In intense low-frequency laser fields, the multiphoton ionization occurs mainly in the tunneling regime. In this picture, the ionization takes place
TABLE III: HOMO energies of N$_2$ and CO molecules in DC electric field (positive field direction is from C to O).

<table>
<thead>
<tr>
<th>Electric field (a.u.)</th>
<th>N$_2$ HOMO energy (a.u.)</th>
<th>CO HOMO energy (a.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>−0.5682</td>
<td>−0.5086</td>
</tr>
<tr>
<td>0.7549 × 10$^{-2}$</td>
<td>−0.5681</td>
<td>−0.5149</td>
</tr>
<tr>
<td>−0.7549 × 10$^{-2}$</td>
<td>−0.5681</td>
<td>−0.5026</td>
</tr>
</tbody>
</table>

in the DC field with slowly varying amplitude from zero to its peak value. The width of the potential barrier depends on the field strength; the stronger the field, the narrower the barrier. Thus the ionization occurs mainly at the peak values of the field strength. The probability of the tunneling ionization is very sensitive with respect to the HOMO energy. However, in the external field this energy is changed due to the Stark shift. The nitrogen molecule is symmetric with respect to inversion, that is why the Stark shift in the DC field is quadratic in the field strength and its value is quite small. On the contrary, the carbon monoxide molecule has a permanent dipole moment, and the DC Stark shift is linear in the field strength; at the peak values of the field, the HOMO energy can differ significantly from its unperturbed value. We have performed the self-consistent DFT calculations of N$_2$ and CO in the DC electric field parallel to the molecular axis to see how large the Stark shift can change the ionization potential of the molecule. On Table III we show the HOMO energies computed at the field strength 0.7549 × 10$^{-2}$ a.u. which corresponds to the intensity 2 × 10$^{12}$ W/cm$^2$. As one can see, even in the field as weak as 2 × 10$^{12}$ W/cm$^2$, the shift of the HOMO energy in CO molecule is large. The shift depends on the direction of the external field with respect to the position of the carbon and oxygen nuclei. In one direction the energy level becomes higher, and in the other direction it becomes lower than the unperturbed level. Decrease of the binding energy will result in the enhanced ionization. In intense low-frequency laser fields, this effect can be responsible for the enhancement of ionization of CO molecule as compared with N$_2$.

IV-2. High-Order Harmonic Generation of Heteronuclear and Homonuclear Diatomic Molecules in Intense Laser Fields

After the time-dependent single electron wave functions $\{\psi_{i\sigma}\}$ are obtained, the total electron density $\rho(r, t)$ can be determined. The time-dependent induced dipole moment can now be calculated as

$$d(t) = \int d^3r \, z\rho(r, t) = \sum_{i\sigma} d_{i\sigma}(t),$$  \hspace{1cm} (21)

where

$$d_{i\sigma}(t) = n_{i\sigma} \langle \psi_{i\sigma}(r, t) | z | \psi_{i\sigma}(r, t) \rangle,$$ \hspace{1cm} (22)
is the induced dipole moment of the $i\sigma$-th spin orbital, and $n_{i\sigma}$ is its electron occupation number. The power spectrum of the HHG is then acquired by taking the Fourier transform of the total time-dependent induced dipole moment $d(t)$:

$$S(\omega) = \frac{4\omega^4}{3c^3} \left| \frac{1}{t_f - t_i} \int_{t_i}^{t_f} d(t) e^{-i\omega t} dt \right|^2.$$  \hfill (23)

Here $c$ is the speed of light, and $S(\omega)$ has the meaning of the energy emitted per unit time at the particular photon frequency $\omega$. In figures 5–6 we present the HHG power spectra (Eq. (23)) for the laser field intensities $5 \times 10^{13}$ W/cm$^2$, and $1 \times 10^{14}$ W/cm$^2$. An important difference between the N$_2$ and CO spectra is that the latter contain even as well as odd harmonics. Generation of even harmonics is forbidden in systems with inversion symmetry, such as atoms and homonuclear diatomic molecules. This selection rule does not apply to the heteronuclear molecules with no inversion center (CO). From Figs. 5–6, one can see that in general HHG is more efficient in CO than in N$_2$. However, for higher harmonics (17 and above) the N$_2$ spectra become dominant at the same laser intensity. As the laser intensity increases, the maximum in the power spectra is shifted towards higher harmonics.

To investigate the detailed spectral and temporal structure of HHG for homonuclear and heteronuclear systems, we perform the time-frequency analysis by means of the wavelet transform of the total induced dipole moment $d(t)$ [46, 73],

$$d_\omega(t) = \int d(t) \sqrt{\frac{\omega}{\pi}} e^{i\omega(t-t_0)} e^{-\left(\omega(t-t_0)\right)^2/2\tau^2} dt.$$  \hfill (24)
FIG. 6: Comparison of the HHG power spectra of CO and N$_2$, in 800 nm, $1 \times 10^{14}$ W/cm$^2$ sin$^2$ pulse laser field.

The parameter $\tau = 15$ is chosen to perform the wavelet transformation in the following study.

The peak emission times, $t_e$, represent the instance when the maxima of the dipole time profile occur, and semiclassically are interpreted as the electron-ion recollision times [73]. For the case of the N$_2$ molecule, the time profiles of the 19th to 25th harmonic orders are shown in Fig. 7(a). There are two emissions occurring at each optical cycle, and the most prominent bursts take place at the center of the laser field envelope. The time profiles of the superimposed harmonics are rather uniform among themselves implicating that the harmonics are partially synchronized. More importantly for the CO molecule, a distinct feature possibly characteristic of all heteronuclear diatomic systems is observed in Fig. 7(b) for the harmonic orders 22th to 26th. The number of dominant emissions per optical cycle is now limited to only one. This finding is in contrast with results normally obtained in the HHG for atoms and homogeneous molecules in which two bursts per optical cycle are observed. The spectral profiles are as uniform as those obtained for N$_2$, though the CO harmonics appear to be more synchronized than those of N$_2$. In this research, we present a detailed comparison of the very high-order nonlinear optical response of the homonuclear N$_2$ and heteronuclear CO diatomic molecules in intense ultrashort laser fields by means of a TDDFT with correct asymptotic long-range ($-1/r$) potential to ensure individual spin-orbital has the proper ionization potential. We consider only the case that the molecular axis is aligned with the laser beam direction. This is justified based on the recent experimental development of the laser molecular alignment techniques [74–77]. We found that although CO has only a very small permanent dipole moment, qualitatively different nonlinear optical responses are predicted for CO and N$_2$. First, the MPI rate
FIG. 7: Time profiles for (a) $N_2$ and (b) CO. Laser intensity used is $5 \times 10^{13}$ W/cm$^2$, wavelength used is 800 nm, with 20 optical cycles in pulse duration.

for the heteronuclear diatomic CO molecules is larger than that for the $N_2$ homonuclear diatomic molecules. Second, while the laser excitation of the $N_2$ molecules can generate only odd harmonics, both even and odd harmonics can be produced for the CO case. In this connection, we note that the even-order harmonics were also predicted in an earlier study of the HHG of a one-dimensional model HD with unequal nuclear mass [78]. In this model, even-order harmonics can be produced only by means of the breakdown of the Born-Oppenheimer approximation. However, in our ab initio 3D study of CO with unequal nuclear mass and charge, even-order harmonics can still be produced when the internuclear separation is fixed. Third, from our wavelet time-frequency analysis, we found that there are two dominant rescattering (and harmonic emission) events within each optical cycle for the $N_2$ molecules, while there is only one dominant rescattering event for the CO molecules.

IV-3. HHG Spectra of Homonuclear and Heteronuclear Diatomic Molecules: Exploration of Multiple Orbital Contributions

In this section, we explore the nonlinear response of individual molecular orbitals (MO) to the laser field and their dynamic role in formation of the HHG spectra of multi-electron heteronuclear and homonuclear diatomic molecules [79]. We analyze the effect of asymmetry of the heteronuclear molecules on their HHG spectra, a subject of largely unexplored area of intense field molecular physics. In contrast with the homonuclear molecules which generate only odd harmonics of the laser frequency, oriented heteronuclear molecules
can produce even harmonics as well [47]. We identify the patterns of constructive and destructive interference of the orbital contributions to the total HHG spectrum. In the high-energy part of the HHG spectrum, the interference of contributions from different MO is mostly constructive for the heteronuclear molecules and destructive for the homonuclear molecules. We present an all-electron nonperturbative investigation of the HHG mechanisms taking into account the detailed electronic structure and the responses of individual electrons and using \( \text{N}_2, \text{F}_2, \text{CO}, \text{BF}, \text{and HF} \) as examples (\( \text{N}_2, \text{CO}, \text{and BF} \) are isoelectronic molecules with 14 electrons). The ground state electronic configuration of \( \text{N}_2 \) and \( \text{F}_2 \) (homonuclear molecules) is \( 1\sigma^2_\text{g}1\sigma^2_\text{u}2\sigma^2_\text{g}2\sigma^2_\text{u}1\pi^4_\text{u}1\pi^4_\text{g} \) respectively. The heteronuclear molecules \( \text{CO} \) and \( \text{BF} \) have the ground state electronic configuration of \( 1\sigma^2_\text{g}2\sigma^2_\text{u}3\sigma^2_\text{g}4\sigma^2_\text{u}1\pi^4_\text{u} \) and for the HF molecule its ground state configuration appears as \( 1\sigma^2_\text{g}2\sigma^2_\text{g}1\pi^4_\text{u} \). Table IV lists the MO energies calculated with the \( \text{LB}\alpha \) potential, using 50 grid points in \( \xi \) and 30 grid points in \( \eta \). The agreement of the calculated valence MO energies with the experimental data is well within 0.01 a.u.

For the \( \text{CO} \) molecule, the HOMO (5\( \sigma \)) is dominant for the whole HHG spectrum (Fig. 8); other orbitals contribute much less. The distinct harmonic peaks are seen up to the order 30. In \( \text{CO} \), the 5\( \sigma \) (HOMO) permanent dipole is 1.57 a.u. which is much larger than that of the other orbitals. The density for the 5\( \sigma \) (and 2\( \sigma \)) is mostly localized on the carbon atom. For all other orbitals the density is localized on the oxygen atom. Looking at the time-dependent orbital dipoles for the \( \text{CO} \) molecule (Fig. 9), we can see that all other orbitals that are localized on the oxygen atom are in phase and 5\( \sigma \) (carbon) is out of phase in time.

The \( \text{N}_2 \) molecule has dipole amplitudes that follow the trend:

\[
d_{2\sigma_u} < d_{1\pi_u} < d_{\text{total}} < d_{3\sigma_g} < d_{2\sigma_g}.
\]

The orbital dipole moments \( 2\sigma_g, 1\pi_u, \) and \( 2\sigma_u \) are oscillating with the same sign (in phase) of the total dipole, the \( 3\sigma_g \) has opposite sign (out of phase). So when we look at the two orbital dipole amplitudes \( 2\sigma_u \) and \( 3\sigma_g \) with similar intensities, they oscillate in time with different sign, canceling each other out (Fig. 10), leading to a smaller total dipole.

The behavior of the HHG spectrum (Fig. 11) for \( \text{N}_2 \) is quite different than that of a heteronuclear diatomic molecule. The HOMO (3\( \sigma_g \)) is dominant in the middle part of the spectrum (again up to the order 31). However, starting the 33th harmonic, the \( 2\sigma_u \) orbital has a comparable contribution which interferes destructively with that of 3\( \sigma_g \). Thus the result of interference is much lower than both of the single orbital spectra. Then this two-orbital spectrum becomes comparable in magnitude with the \( 2\sigma_g \)-only HHG. Again, the destructive contributions takes place, and the result is much lower than any of the single orbital contributions. In summary, we can say that the long HHG spectrum of \( \text{N}_2 \) is a collective multielectron effect. Destructive interference between \( 2\sigma_u \) and \( 3\sigma_g \) orbital contributions makes the resulting total HHG spectrum lower in amplitude with distinct harmonic peaks up to the order 49. Note that single orbital HHG do not have distinct peaks, just a smooth background, so the peaks in the high harmonic part of the total HHG spectra are the pure multielectron interference effect.

In contrast to the \( \text{N}_2 \) molecule, the full destructive interference is not possible in \( \text{CO} \)
TABLE IV: Comparison of the field-free molecular orbital energy levels of F$_2$, BF, CO, N$_2$ and HF, calculated with the LB$_\alpha$ potential, and the experimental ionization potentials (in a.u.).

<table>
<thead>
<tr>
<th></th>
<th>Orbital</th>
<th>$1\sigma_g$</th>
<th>$1\sigma_u$</th>
<th>$2\sigma_g$</th>
<th>$2\sigma_u$</th>
<th>$3\sigma_g$</th>
<th>$1\pi_u$</th>
<th>$1\pi_g$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>F$_2$</strong></td>
<td>Expt. [80]</td>
<td>25.601</td>
<td>25.609</td>
<td>1.5342</td>
<td>1.377</td>
<td>0.775</td>
<td>0.691</td>
<td>0.5832</td>
</tr>
<tr>
<td></td>
<td>LB$_\alpha$</td>
<td>25.1531</td>
<td>25.1531</td>
<td>1.4508</td>
<td>1.2252</td>
<td>0.7907</td>
<td>0.6939</td>
<td>0.5739</td>
</tr>
<tr>
<td><strong>BF</strong></td>
<td>Expt. [81, 82]</td>
<td>25.1669</td>
<td>7.1745</td>
<td>1.4140</td>
<td>0.7763</td>
<td>0.6970</td>
<td>0.3895</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LB$_\alpha$</td>
<td>19.9367</td>
<td>10.8742</td>
<td>1.3964</td>
<td>0.7239</td>
<td>0.6247</td>
<td>0.5144</td>
<td></td>
</tr>
<tr>
<td><strong>CO</strong></td>
<td>Expt. [69]</td>
<td>19.6142</td>
<td>10.6556</td>
<td>1.2549</td>
<td>0.7071</td>
<td>0.6276</td>
<td>0.5086</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LB$_\alpha$</td>
<td>14.7962</td>
<td>14.7950</td>
<td>1.2162</td>
<td>0.6786</td>
<td>0.6199</td>
<td>0.5682</td>
<td></td>
</tr>
<tr>
<td><strong>N$_2$</strong></td>
<td>Expt. [83–85]</td>
<td>15.0492</td>
<td>15.0492</td>
<td>1.3708</td>
<td>0.6883</td>
<td>0.6233</td>
<td>0.5726</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LB$_\alpha$</td>
<td>14.7962</td>
<td>14.7950</td>
<td>1.2162</td>
<td>0.6786</td>
<td>0.6199</td>
<td>0.5682</td>
<td></td>
</tr>
<tr>
<td><strong>HF</strong></td>
<td>Expt. [86]</td>
<td>25.5132</td>
<td>1.4545</td>
<td>0.7284</td>
<td>0.5898</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>LB$_\alpha$</td>
<td>25.0786</td>
<td>1.3074</td>
<td>0.7070</td>
<td>0.5741</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

because of the broken g-u symmetry. The induced dipole moment of the HOMO 5$\sigma$ is so large that no other orbital can make a comparable contribution. To prove this point about heteronuclear and homonuclear diatomic molecules, we look at F$_2$, BF, and the heteronuclear molecule that has the greatest dipole moment, HF. Here, we can see if these molecules exhibit similar properties of CO and N$_2$. We see the same characteristics in F$_2$, as we can see in N$_2$. The orbital dipole moments of $2\sigma_u$ and $1\pi_g$ are oscillating out of phase, from other orbitals, including the total. So when we look at the two orbital dipole amplitudes $1\pi_u$ and $1\pi_g$, they oscillate in time with different sign, canceling each other out (Fig. 12), leading to a smaller total dipole. The behavior of the HHG spectrum of F$_2$ is similar to that of N$_2$. If we look at Fig. 13, the $1\pi_u$ and $1\pi_g$ orbitals dominate the HHG spectrum, and it has much greater intensity than that of the total HHG. In this Fig. 13, we see there is destructive interference between the contributions from the $1\pi_u$ and $1\pi_g$.
FIG. 8: Total (a) and orbital (b) harmonic power spectra of the CO molecule in the $\sin^2$ laser pulse with a peak intensity of $I_0 = 1 \times 10^{14}$ W/cm$^2$. The laser pulse has a wavelength of 800 nm and a time duration of 20 optical cycles.

FIG. 9: Time-dependent orbital (a, $5\sigma$; b, $4\sigma$; c, $1\pi$) and total (d) dipole moments of the CO molecule in the $\sin^2$ laser pulse with a peak intensity of $I_0 = 1 \times 10^{14}$ W/cm$^2$. The laser pulse has a wavelength of 800 nm and a time duration of 20 optical cycles. All dipoles are in a.u.

orbitals, we explained this previously with their dipole moments being out of phase with one another. Since these two orbitals ($1\pi_u$ and $1\pi_g$) have the greatest amplitude of the induced dipole, they will have the greatest contributions to the power spectrum.

Previously, we only looked at the CO molecule for the heteronuclear diatomic system,
FIG. 10: Time-dependent orbital and total dipole moments of the N\(_2\) molecule in the \(\sin^2\) laser pulse with a peak intensity of \(I_0 = 1 \times 10^{14}\) W/cm\(^2\). The laser pulse has a wavelength of 800 nm and a time duration of 20 optical cycles. All dipoles are in a.u.

FIG. 11: Total and orbital harmonic power spectra of the N\(_2\) molecule in the \(\sin^2\) laser pulse with a peak intensity of \(I_0 = 1 \times 10^{14}\) W/cm\(^2\). The laser pulse has a wavelength of 800 nm and a time duration of 20 optical cycles.

and saw where the HOMO dominates the HHG spectrum and dipole moment. Now we examine two other heteronuclear molecules (BF and HF), and see if their characteristics resemble that of the CO molecule. To understand the HHG spectrum, again we look at the orbital dipole moment of BF. Fig. 14 shows that the 5\(\sigma\) orbital (like that of CO, since they
FIG. 12: Time-dependent orbital and total dipole moments of the F₂ molecule in the sin² laser pulse with a peak intensity of \( I_0 = 1 \times 10^{14} \text{ W/cm}^2 \). The laser pulse has a wavelength of 800 nm and a time duration of 20 optical cycles. All dipoles are in a.u.

FIG. 13: Total (a) and orbital (b) harmonic power spectra of the F₂ molecule in the sin² laser pulse with a peak intensity of \( I_0 = 1 \times 10^{14} \text{ W/cm}^2 \). The laser pulse has a wavelength of 800 nm and a time duration of 20 optical cycles.

are isoelectronic) has the greatest dipole moment. This is understandable, since most of the electronic density resides on the fluorine atom. The fluorine atom is more electronegative than that of the boron atom, so it will have the greater electron density. As previously seen in the CO molecule, BF has the same physical characteristics of its orbital HHG spectrum. Fig. 15 shows that HOMO (5σ) has the greatest contribution to the total HHG.
FIG. 14: Time-dependent orbital and total dipole moments of the BF molecule in the $\sin^2$ laser pulse with a peak intensity of $I_0 = 1 \times 10^{14}$ W/cm$^2$. The laser pulse has a wavelength of 800 nm and a time duration of 20 optical cycles. All dipoles are in a.u.

FIG. 15: Total (a) and orbital (b) harmonic power spectra of the BF molecule in the $\sin^2$ laser pulse with a peak intensity of $I_0 = 1 \times 10^{14}$ W/cm$^2$. The laser pulse has a wavelength of 800 nm and a time duration of 20 optical cycles.

Now we will study the heteronuclear molecule that has the greatest permanent dipole moment, and look at the physical characteristics of hydrogen fluoride. HF has a permanent dipole moment of 1.820 Debye, where most of the electron density resides on the fluorine atom. For HF molecule, the HOMO is the $1\pi$ orbital, and it has the greatest negative value of the orbital dipole moment (see Fig. 16). However, when we look at the orbital
FIG. 16: Time-dependent orbital and total dipole moments of the HF molecule in the $\sin^2$ laser pulse with a peak intensity of $I_0 = 1 \times 10^{14}$ W/cm$^2$. The laser pulse has a wavelength of 800 nm and a time duration of 20 optical cycles. All dipoles are in a.u.

FIG. 17: Total (a) and orbital (b) harmonic power spectra of the HF molecule in the $\sin^2$ laser pulse with a peak intensity of $I_0 = 1 \times 10^{14}$ W/cm$^2$. The laser pulse has a wavelength of 800 nm and a time duration of 20 optical cycles.

HHG spectrum (Fig. 17), we see the greatest orbital contribution to the HHG spectrum was from $3\sigma$, not the HOMO orbital ($1\pi$). Since the field is linearly polarized to the $z$ axis and the $1\pi$ orbital is perpendicular to the $z$ axis, the induced dipole moment is aligned not with the $1\pi$ orbital but with the $3\sigma$ orbital. We see between harmonic order peaks (even and odd), the $1\pi$ orbital has greater intensity than that of the $3\sigma$ orbital. At peak values
(even and odd harmonic orders) the $3\pi$ orbital has almost the same intensity as that of the total HHG spectrum. We conclude that HF follows the same orbital characteristics of other heteronuclear molecules studied (CO and BF).

Our analysis of the HHG spectra for the parallel orientation of the molecular axis with respect to the polarization of the laser field reveals that homonuclear molecules have destructive interference between the orbital contributions to the total harmonic signal. This happens because the induced dipole moments of different orbitals oscillate in time with opposite phases, so their contributions are canceled out in the total dipole moment. Therefore a close look at the induced dipole moment of the homonuclear diatomic molecules can give predictions of what orbital contributions will interfere destructively in the total HHG spectrum. The destructive interference in the HHG spectrum accounts for the unexpected observation that some of the individual orbitals harmonic power spectra have greater intensity than that of the total HHG. The HHG process by the heteronuclear diatomic molecules has a quite different characteristic. First, heteronuclear molecules can generate even and odd harmonics since they lack the inversion symmetry. Second, for all the studied heteronuclear molecules, the HOMO contribution to the total HHG spectrum is by far dominant, and the total harmonic signal has almost the same intensity as that produced by HOMO only. The interference between the different orbitals in the total HHG spectrum is mostly constructive. The same features are observed in the time-dependent induced dipole moments, with the HOMO dipole moment having the largest oscillation magnitude.

V. ORIENTATION-DEPENDENT MULTIPHOTON IONIZATION AND HIGH-ORDER HARMONIC GENERATION OF DIATOMIC MOLECULES

V-1. AN ALL-ELECTRON TDDFT APPROACH FOR N$_2$ AND F$_2$ MOLECULES

In our calculations of multiphoton processes in N$_2$ and F$_2$ [56, 87], we used the laser wavelength 800 nm ($\omega_0 = 0.056954$ a.u.) and the sine-squared envelope with 20 optical cycles. The propagation procedure based on Eq. (13) is applied sequentially starting at $t = 0$ and ending at $t = T$. As a result, the spin orbitals $\psi_{n\sigma}(\xi, \eta, \varphi, t)$ are obtained on a uniform time grid within the interval $[0, T]$. The space domain is finite with the linear dimension restricted by the end point $R_0$. We choose $R_0 = 40$ a.u.; the corresponding space volume contains all relevant physics for the laser field parameters used in the calculations. Between 20 a.u. and 40 a.u. we apply an absorber which smoothly brings down the wave function for each spin orbital without spurious reflections. Absorbed parts of the wave packet localized beyond 20 a.u. describe unbound states populated during the ionization process. Because of the absorber, the normalization integrals of the wave functions $\psi_{n\sigma}(r, t)$ decrease in time. Calculated after the pulse, they give the survival probabilities $P^{(s)}_{n\sigma}$ for each spin orbital:

$$P^{(s)}_{n\sigma} = \int d^3r |\psi_{n\sigma}(r, T)|^2. \quad (26)$$
TABLE V: Absolute values of spin orbital energies of $N_2$, $F_2$, and $Ar$. (A) DFT calculations [56] (eV). (B) Experimental ionization energies (eV).

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Spin-orbital</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_2$</td>
<td>$2\sigma_u$</td>
<td>18.5</td>
<td>18.7(Ref. [88])</td>
</tr>
<tr>
<td></td>
<td>$1\pi_u$</td>
<td>16.9</td>
<td>17.2(Ref. [88])</td>
</tr>
<tr>
<td></td>
<td>$3\sigma_g$ (HOMO)</td>
<td>15.5</td>
<td>15.6(Ref. [88])</td>
</tr>
<tr>
<td>$F_2$</td>
<td>$3\sigma_g$</td>
<td>21.9</td>
<td>21.0(Ref. [89])</td>
</tr>
<tr>
<td></td>
<td>$1\pi_u$</td>
<td>19.2</td>
<td>19.0(Ref. [89])</td>
</tr>
<tr>
<td></td>
<td>$1\pi_g$ (HOMO)</td>
<td>16.0</td>
<td>15.7(Ref. [89])</td>
</tr>
<tr>
<td>$Ar$</td>
<td>$3s$</td>
<td>29.0</td>
<td>29.3(Ref. [90])</td>
</tr>
<tr>
<td></td>
<td>$3p$</td>
<td>15.3</td>
<td>15.8(Ref. [90])</td>
</tr>
</tbody>
</table>

Then one can define the spin orbital ionization probabilities $P_{n\sigma}^{(i)}$ as

$$P_{n\sigma}^{(i)} = 1 - P_{n\sigma}^{(s)}.$$  \hspace{1cm} (27)

We note that the quantities $P_{n\sigma}^{(s)}$ represent the survival probabilities for the electron occupying the unperturbed $\psi_{n\sigma}(r, t = 0)$ spin orbital before the laser pulse. Accordingly, the quantity $P_{n\sigma}^{(i)}$ represents the ionization probability for the electron originally occupying the unperturbed $\psi_{n\sigma}(r, t = 0)$ spin orbital.

The total survival probability $P^{(s)}$ can be calculated as a product of the spin orbital survival probabilities:

$$P^{(s)} = \prod_{n\sigma} P_{n\sigma}^{(s)} = \prod_{n\sigma} \left( 1 - P_{n\sigma}^{(i)} \right),$$  \hspace{1cm} (28)

and the total ionization probability can be written as

$$P^{(i)} = 1 - P^{(s)} = 1 - \prod_{n\sigma} \left( 1 - P_{n\sigma}^{(i)} \right).$$  \hspace{1cm} (29)

The total ionization probability as defined by Eq. (29) reduces to the sum of the spin orbital probabilities only in the limit of the weak laser field (small $P_{n\sigma}^{(i)}$). In the calculations, we used the experimental values of the equilibrium internuclear separations for the diatomic molecules [63] (2.074 a.u. for $N_2$ and 2.668 a.u. for $F_2$). In Table V, we summarize the energies for the spin orbitals that have a significant contribution to MPI and HHG and the
corresponding experimental vertical ionization energies. Also presented are the data for the companion Ar atom which has an ionization potential close to that of N$_2$ and F$_2$ and is expected to manifest close ionization probabilities as well. The agreement between the calculated and experimental values is fairly good for all three systems indicating a good quality of the LBo exchange-correlation potential.

**V-1-1. Multiphoton ionization**

We present the orientation-dependent MPI probabilities for N$_2$ molecule at the peak intensity $2 \times 10^{14}$ W/cm$^2$ (Fig. 18). The orientation dependence of the total MPI probability is in a good accord with the experimental observations [91, 92] for this molecule and reflects the symmetry of its HOMO: the maximum corresponds to the parallel orientation.

![Fig. 18: MPI probabilities of N$_2$ molecule and Ar atom for the peak intensity $2 \times 10^{14}$ W/cm$^2$ in polar (panel A) and Cartesian (panel B) coordinates: (a) total probability for N$_2$, (b) 3$\sigma_g$ (HOMO) probability for N$_2$, (c) 1$\pi_u$ (HOMO−1) probability for N$_2$, (d) 2$\sigma_u$ probability for N$_2$, (e) total probability for Ar, (f) 3$p_0$ probability for Ar.]

However, multielectron effects are quite important for N$_2$, particularly at intermediate orientation angles. In the angle range around 30$^\circ$, the orbital probability of HOMO−1 ($1\pi_u$) is larger than that of HOMO ($3\sigma_g$). Despite the orbital probabilities have local minima and maxima, the total probability shows monotonous dependence on the orientation angle. With increasing the peak intensity of the laser field, the orientation angle distribution of the total ionization probability becomes more isotropic. For comparison, we show also the ionization probability of the Ar atom. As one can see from Fig. 18, the absolute values of the ionization probabilities of N$_2$ and Ar are close to each other. However, the inner shell contributions are less important for Ar: the total probability is dominated by the highest-occupied ($3p$) shell contribution. An analysis of the spin orbital energies (Table V) can help to understand the relative importance of MPI from the inner shells in N$_2$ compared to that in Ar. The smaller the ionization potential of the electronic shell, the easier
it can be ionized. That is why HOMO is generally expected to give the main contribution to the MPI probability. However, in N$_2$ the ionization potential of HOMO$-1$ is quite close to that of HOMO (the difference between the calculated values is 1.4 eV), and in the strong enough laser field both shells show comparable ionization probabilities (a possible resonance between HOMO and HOMO$-1$ in the 800 nm laser field also favors that; see discussion of HHG in Sec.V-1-2 below). At the same time, the gap between the 3p and 3s spin orbital energies in Ar is much larger (our calculation gives the value 13.7 eV), and the 3p contribution to the MPI probability remains dominant for all three laser intensities.

For F$_2$, the total ionization probability appears smaller than that of N$_2$ (and Ar) at the same laser intensity $2 \times 10^{14}$ W/cm$^2$ (Fig. 19). The ratio of the MPI probabilities of Ar and F$_2$ (at 40$^\circ$) is approximately equal to 4.2. The pattern for the orientation dependence of MPI in F$_2$ resembles that experimentally observed in O$_2$ [91] since both molecules have the HOMO of the same symmetry ($1\pi_g$), and the HOMO contribution is dominant at this intensity. The maximum in the orientation angle distribution of the total MPI probability points at 40$^\circ$. The HOMO$-1$ contribution is less important than that in N$_2$, and this is well explained by the larger gap between the HOMO and HOMO$-1$ energies (3.2 eV).

V-1-2. High-order harmonic generation

For non-monochromatic fields, the spectral density of the radiation energy emitted for all the time is given by the following expression [93]:

$$S(\omega) = \frac{2\omega^4}{3\pi e^3} |\mathbf{D}(\omega)|^2.$$  (30)
FIG. 20: Energy emitted in harmonic radiation by N\textsubscript{2} molecule for the peak intensity $2 \times 10^{14}$ W/cm$^2$: left (blue) bar, orientation angle $\gamma = 0^\circ$; middle (green) bar, orientation angle $\gamma = 40^\circ$; right (red) bar, orientation angle $\gamma = 90^\circ$.

Here $\omega$ is the frequency of radiation, $c$ is the velocity of light, and $\tilde{D}(\omega)$ is a Fourier transform of the time-dependent dipole moment:

$$\tilde{D}(\omega) = \int_{-\infty}^{\infty} dt D(t) \exp(i\omega t). \quad (31)$$

The dipole moment is evaluated as an expectation value of the electron radius-vector with the time-dependent total electron density $\rho(r, t)$:

$$D(t) = \int d^3r \, r \rho(r, t). \quad (32)$$

The total energy $\mathcal{E}$ emitted in the harmonic radiation can be calculated by integration of $S(\omega)$:

$$\mathcal{E} = \int_0^\infty d\omega S(\omega). \quad (33)$$

For a long enough laser pulse, the radiation energy spectrum (30) contains peaks corresponding to odd harmonics of the carrier frequency $\omega_0$. We define the energy $\mathcal{E}(N_h)$ emitted in the $N_h$th harmonic ($N_h$ is an odd integer number) as follows:

$$\mathcal{E}(N_h) = \int_{(N_h-1)\omega_0}^{(N_h+1)\omega_0} d\omega S(\omega). \quad (34)$$
FIG. 21: Energy emitted in harmonic radiation by \( F_2 \) molecule for the peak intensity \( 2 \times 10^{14} \) W/cm\(^2\): left (blue) bar, orientation angle \( \gamma = 0^\circ \); middle (green) bar, orientation angle \( \gamma = 40^\circ \); right (red) bar, orientation angle \( \gamma = 90^\circ \).

In Figs. 20 and 21 we present the HHG data for \( N_2 \) and \( F_2 \) molecules, respectively, at the peak intensity \( 2 \times 10^{14} \) W/cm\(^2\). The cutoff position in the HHG spectrum for this intensity is expected at the harmonic order 35, in fair agreement with the computed data. To show the orientation dependence of the HHG spectra, we choose three values of the orientation angle \( \gamma \): 0\(^\circ\), 40\(^\circ\), and 90\(^\circ\) which represent the limiting cases of the parallel and perpendicular orientation as well as the intermediate angle case. For all three orientations, the HHG signal from \( N_2 \) is about an order of magnitude stronger than that from \( F_2 \); this observation is consistent with the MPI results of Sec.V-1-1: at this intensity, the MPI signal from \( F_2 \) is 4 to 10 times weaker than that from \( N_2 \), depending on the orientation. The orientation dependence of HHG also resembles that of MPI: HHG is more intense for the orientations where MPI reaches its maximum. It is clearly seen for \( F_2 \) where the radiation energy at 40\(^\circ\) exceeds that at other orientations for almost every harmonic. For \( N_2 \), the HHG signal at 0\(^\circ\) is dominant in the low-order part of the spectrum whereas in the central part a stronger signal is observed at 40\(^\circ\). One can also see that the emission of the harmonic radiation at the perpendicular orientation (\( \gamma = 90^\circ \)) is suppressed for both \( N_2 \) and \( F_2 \) in the low-order and central parts of the HHG spectra. The maximum in the harmonic energy distribution at 90\(^\circ\) is shifted to higher orders. This result is in a good accord with the recent experimental measurements on \( N_2 \) [94]. Also, we would like to comment on the minimum seen in the HHG spectrum of \( N_2 \) (Fig. 20) at the parallel orientation near the
25th harmonic order (photon energy $\sim 39$ eV). This minimum has been observed in the same photon energy region in a recent experimental work [95]; it appears independent of intensity and wavelength of the laser field. We take an in depth look at the multielectron effect on the HHG minimum for aligned CO molecules in the next section.

V-2. High-Order Harmonic Generation of Aligned CO Molecules

![Graph showing harmonic power spectra of CO molecule](image)

**FIG. 22:** Total harmonic power spectra of the CO molecule in the $\sin^2$ laser pulse with a peak intensity of $I_0 = 3 \times 10^{14}$ W/cm$^2$. The laser pulse has a wavelength of 800 nm and a time duration of 20 optical cycles: orientation angle $\gamma = 90^\circ$.

In this section, we study the effects of correlated multielectron responses on HHG of aligned CO molecules in intense 800 nm laser pulses. Considering aligned rather than oriented heteronuclear molecules has a closer relation to the experimental situation where the aligning field creates equal numbers of molecules with opposite orientations. The average permanent dipole moment of a macroscopic sample of aligned molecules vanishes, and only odd harmonics can be generated, in contrast to oriented heteronuclear molecules where generation of even harmonics is possible. On the microscopic level, the HHG spectrum of a sample of aligned molecules can be modeled as a coherent average of the signals from two oriented molecules with opposite orientations. We have found that the high-energy part of the HHG spectrum of aligned CO molecules exhibits a strong dependence on the alignment angle between the molecular axis and the polarization direction of the laser field with the sharp minimum at the perpendicular alignment. An analysis of the HHG spectra at the perpendicular alignment revealed also two minima, one of them corresponding to the photon energy in the range 37 eV to 45 eV, and another one in the range 63 eV to 69 eV. Positions of both minima only slightly depend on the peak intensity of the laser field.
We have computed the alignment-dependent HHG spectra for CO at a range of peak intensities, $3 \times 10^{14} \text{ W/cm}^2$ to $5 \times 10^{14} \text{ W/cm}^2$. (Figs. 22-25). For the laser intensity of $3 \times 10^{14} \text{ W/cm}^2$, one can see a minimum at the 27th harmonic order (Fig. 22). For higher laser intensities and the same alignment angle $90^\circ$, the minimum is still present but shifted to higher harmonic orders (photon energies). To explore the nature of this minimum, we analyze the individual orbital HHG spectra and their contributions to the total HHG spectrum. In Fig. 23, one can see that the $5\sigma$, $1\pi$ and $4\sigma$ orbital spectra all have minima at the 27th harmonic. This observation suggests that the minimum has a kinematic nature, such as related to the two-center interference, and does not depend on the specific electronic structure. On the other hand, multielectron structure effects are clearly seen in the other part of the HHG spectrum, in the vicinity of the 11th harmonic where the orbital contributions are enhanced due to the resonance between the $4\sigma$ and $1\pi$ orbitals. However, since these orbitals are occupied, no real transitions can occur between them, that is why these two orbital contributions interfere destructively, and the total HHG spectrum does not exhibit the resonance enhancement. One can also see from Fig. 23 that the multielectron effects are very important in the central and high-energy parts of the HHG spectrum where the $1\pi$ orbital makes comparable and even greater contribution than that of the $5\sigma$ orbital (HOMO). In our previous work, we showed that the multielectron effects are responsible for enhanced HHG at some orientations of the molecular axis. Even strongly bound electrons may have a significant influence on the HHG process [56, 79].

At the laser intensity of $4 \times 10^{14} \text{ W/cm}^2$, the minimum in the HHG spectrum is blue shifted to the 29th harmonic order (Fig. 24). We note that in another theoretical work [96] where only the HOMO contribution to the HHG spectrum of the CO molecule was considered, the minimum at the laser intensity of $4 \times 10^{14} \text{ W/cm}^2$ was detected in the vicinity of the harmonic order 50. In Fig. 25, we show alignment angle dependence of the minimum and cutoff region in the HHG spectrum at the higher laser intensity of $5 \times 10^{14} \text{ W/cm}^2$. Besides the minimum at the 29th harmonic ($\sim 45$ eV), we can also see another minimum at the 44th order (69 eV) which is more distinct at the alignment angle $90^\circ$ and becomes less pronounced at other angles ($80^\circ$ and $85^\circ$, respectively). Also, the cutoff region of the spectrum exhibits a sharp dependence on the alignment angle, decreasing more rapidly at $90^\circ$.

Finally, we would like to comment on the shift of the minimum in the HHG spectrum as a function of the laser intensity. As one can see in Figs. (22-25), the minimum is shifted to higher harmonic orders as the laser intensity increases. This phenomenon was also recently discovered for CO$_2$ molecules [97]. This shift is due to the time interval between ionization and recombination steps of the HHG process. Therefore, this shift should depend linearly on the laser intensity.

VI. CONCLUSION

In this paper, we have presented self-interaction-free TDDFT approaches recently developed for accurate and efficient treatment of the high-order multiphoton dynamics.
FIG. 23: Total (black dotted line) and orbital (5σ (black line), 1π (red line), and 4σ (blue dashed line)) harmonic power spectra of the CO molecule in the sin² laser pulse with a peak intensity of $I_0 = 3 \times 10^{14}$ W/cm². The laser pulse has a wavelength of 800 nm and a time duration of 20 optical cycles: orientation angle $\gamma = 90^\circ$.

of many-electron quantum molecular systems in the presence of intense ultrashort laser fields. They allow the construction of orbital-independent single-particle local exchange-correlation potential which possesses the correct $(-1/r)$ long-range asymptotic behavior. With the asymptotically correct potential, the energy of the highest occupied spin-orbital provides a good approximation to the ionization potential. The generalized pseudospectral
FIG. 24: Total harmonic power spectra of the CO molecule in the sin^2 laser pulse with a peak intensity of I_0 = 4 \times 10^{14} \text{ W/cm}^2. The laser pulse has a wavelength of 800 nm and a time duration of 20 optical cycles: orientation angle \( \gamma = 90^\circ \).

(GPS) technique allows the construction of non-uniform and optimal spatial grids, denser mesh nearby each nucleus and sparser mesh at longer range, leading to high-precision solution of both electronic structure and time-dependent quantum dynamics with the use of only a modest number of spatial grid points. The TDDFT formalism along with the use of the time-dependent GPS numerical technique provides a powerful new nonperturbative time-dependent approach for exploration of the electron correlation and multiple orbitals effects on strong field multiphoton processes.

Like the steady-state case, the exact form of time-dependent xc energy functional is unknown. Most of the strong-field calculations so far (including those discussed in this chapter) have used the adiabatic approximation, neglecting the memory-effect terms in the xc potential. As shown by the recent study [98], the adiabatic approximation is well justified in the case of medium-strong low-frequency laser fields. However, its validity in very strong fields still remains to be investigated. More rigorous nonadiabatic treatment of the time-dependent xc energy functional can be facilitated if some information regarding the electron density for \( N \)-electron systems can be determined by means of the fully \textit{ab initio} wavefunction approach. But this task is not feasible at the current time for \( N > 2 \). Since the exact time-dependent xc energy functional form is supposed to be universal and independent of \( N \), the information of the strong-field behavior of the simplest but nontrivial two-electron systems will be very valuable for the future construction of time-dependent xc energy functional.

Applicability of the modern TDDFT approaches for the treatment of multiple elec-
FIG. 25: Total harmonic power spectra of the CO molecule in the $\sin^2$ laser pulse with a peak intensity of $I_0 = 5 \times 10^{14}$ W/cm$^2$. The laser pulse has a wavelength of 800 nm and a time duration of 20 optical cycles: orientation angle $\gamma = 80^\circ$ (red line); orientation angle $\gamma = 85^\circ$ (blue line); orientation angle $\gamma = 90^\circ$ (black line).

Electron ionization processes is another problem related to the quality of time-dependent xc energy functionals. Most of approximate xc functionals lack the important property of the exact functional, the discontinuity of its derivative with respect to the number of particles $N$, when $N$ passes through integer values [99]. Several attempts to apply TDDFT with such approximate functionals for calculations of nonsequential double ionization were un-
successful [100, 101]. Recently it was shown [102] that the derivative discontinuity is crucial for correct description of double ionization. The TD-OEP/KLI-SIC xc potential possesses an integer discontinuity with respect to the spin particle number $N_\sigma$ which improves description of the ionization process. However, we have found [103] that such a discontinuity of the TD-KLI-SIC potential is not sufficient to reproduce characteristic features of double ionization. However, when an integer discontinuity is enforced with respect to the total particle number $N$, the famous “knee” structure, experimentally observed in double ionization of He atoms, can be reproduced in TDDFT calculations [104].

At this time, the TDDFT is the primary approach available for the nonperturbative treatment of time-dependent processes of many-electron quantum systems in strong fields. Further extension of the self-interaction-free TDDFT approaches to larger molecular systems will be valuable and can lead to significant advancement in the understanding of strong-field chemical physics and atomic and molecular physics in the future. Work in this direction is under progress.
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